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Introduction – Why analyse data at all?

• Data collected from a system
– may contain noise

– may be unwieldy or complex

– may be expensive

– may contain errors

– may be wrong
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– may be wrong

• Information needs to be extracted from that system to
– Visualise trends

– Observe patterns

– Detect errors and outliers

– Find relationships

– Make predictions



-3

-2

-1

0

1

2

3

4

2 outliers!

V
a
ri
a
b
le

 1

Variable 1

Tid

10 20 30 40
-4

-3

-2

-1

0

1

2

3

4

-3 Sd

+3 Sd

Data -> information? 

4

-4 -3 -2 -1 0 1 2 3 4

-4
2 outliers!

Variable 2

Tid

-3 Sd

+3 Sd

Tid

Variable 2

10 20 30 40
-4

-3

-2

-1

0

1

2

3

4

• The outliers are not detected until you 
look at the combination of the 
variables

• The information is found in the 
correlation pattern - not in the 
individual variables!



Captures the systematic parts in multivariate data sets and visualizes the information in plots and 
graphs

Multivariate Data Analysis (MVA)

Data Multivariate Modeling Information
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Introduction – When MVA? Typical Application types

• Spectroscopy

• Drug Design

X
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Y
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• Continuous processes

• Bio-informatics/Proteomics
Seq data
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• Batch Processes
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• Genomics
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Three Fundamental Data Analysis Questions

I  Overview II  
Classification

III  Regression

A

C
B
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Classification

Chemical Property Maps

Selection of drug 
candidates

Encoding proteins and 
DNA sequences

Assessing biological 
variation

Trends in quality

Process monitoring

Drug Transport

Toxicity Mechanisms

Control / Treated

Classification of raw 
materials / foodstuffs

Genomics and 
Proteomics

Metabonomics

Drug Activity (QSAR)

ADMET models

Calibration models

Online NIR – moisture/ 
particle size / actives

Sensory information

Quality prediction

Batch Modelling

PCA SIMCA / PLS-DA PLS



I) Overview: Selection of representative compounds

• 1100+ molecules 
mapped by 115 
variables (B Nordén)

X

115

T

2
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• Two PCs account for 
50% of the variance

• Representative and 
diverse compounds 
can be seleted (D-
optimal design)

1100



II) Classification: Dementia

• 52 patients

• Protein level 
determination
– 95 proteins
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• 4 known classes
– Frontotemporal 

demetia

– Alzheimers

– Parkinson

– Control (“healthy”)



III) Regression: Predicting API content in tablets

• Metroprolol content in 
tablets

• NIR measurements

• Non-destructive and 
fast analysis
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• 99 observations for 
model building

• 99 observations for 
model validation

• 387 variables



Introduction to Principal Component Analysis (PCA)

• PCA provides and Summary and overview of a data set X
– Classes, groups among observations?

– Deviating observations, time-trends?

– Correlation patterns between variables?

– Find variables containing unique information
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– Find variables containing unique information

– ….
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Notations

• Observations might be:

–Analytical samples

–Compounds

–Experimental runs (trials)

–Reactions

–Process time points

–Individuals

A data table X of 
dimensions N x K
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–Individuals

–...

• Variables might be:

From spectra: NMR, IR, NIR, UV, MS, X-ray, ...

From separation: HPLC, GC, TLC, Electrophoresis

Other: Curve forms, structure descriptors, 
thermodynamics, quantum mechanics, 
elemental compositions,..



Multivariate Projection techniques
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• Fewer ‘Latent’ Variables

• Concise summary of the old

• Finds correlations 
(=systematic variation)

• Leaves noise behind
(=unsystematic variation)

Many Variables



Projection onto a plane- trends in observations

x3

X
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Projection distance= 
Residual = DModX
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x2

x1

Points are projected down onto 
a plane with co-ordinates t1, t2

Similar observations close to 
each other on new plane

Comp 2
Residual = DModX



What differs between observations?

x3

X
Obs

Var

ws
mean

Comp 1

t1 t2

αααα 3
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x2

x1

How do the latent structures 
relate to the original variables?

Look at the angles between
PC and variable axis
Loading p = Cos(α)

αααα 2

αααα

αααα 1



PCA, overview of a data table (data set)

• X is modelled as

• Each PC (score vector) is associated 
with a loading vector

• Scores, (t) are co-ordinates in the 

X = 1* x̄  ´  + T*P´ + E

x3

x2

PC2
PC1

1
2

3

α 

α 

α 
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• Scores, (t) are co-ordinates in the 
(hyper)-plane (columns in T)

• Loadings, (p) define the orientation of 
the (hyper)-plane (rows in P')

• DModX, is the distance between the 
observations and the model plane 
(residual row SD)

x1



PCA application: The Iris data set

• Variables:
–Petal width

–Petal length

–Sepal width

–Sepal length

• Observations: 
– 50 speciments of Iris setosa

– 50 speciments of Iris versicolor

– 50 speciments of Iris virginica. 

K = 4

25 Iris Se.

Training data

171713/03/2009

– 50 speciments of Iris virginica. 

• Data set known as "The Fisher Iris 
Data” from 1936

• Objective:

Investigate similarities and 
dissimilarities between the three Iris 
types

N
 =

 7
5

25 Iris Se.

(1 - 25)

25 Iris Ve.

(26 - 50)

25 Iris Vi.

(51 - 75)



IRIS: Overview of training data (PCA)

• The PCA score plot shows 
Setosa well separated from 
Versicolor and Virginica

• The latter two classes are 
partly separated

181813/03/2009

• R2 = 0.96 (A = 2)

• Q2 = 0.75 (A = 2)



IRIS: What is different between the flowers?

• The loading plot shows that Setosa specimens are smaller 
(shorter and slimmer) than Virginica and Versicolor samples.

191913/03/2009



IRIS: Step 1, A look at the raw data

Sepal Length Sepal Width Petal Length Petal Width

/ Setosa

/ Min 4.30 2.30 1.00 0.10

/ Max 5.80 4.40 1.90 0.60

/ Versicolor

/ Min 4.90 2.00 3.00 1.00

202013/03/2009

• Conclusion: Setosa is easy to separate from Virginica and Versicolor

/ Max. 7.00 3.40 5.10 1.80

/ Virginica

/ Min 4.90 2.20 4.50 1.40

/ Max. 7.90 3.80 6.90 2.50



PCA application: Clinical Proteomics Data

• Clinically diagnosed dementia patients plus healthy volunteers

• CSF-sampling; quantitative protein arrays (i.e. 95 proteins 
found in all samples)

Data set (N=52, K=95)
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Data set (N=52, K=95)

• Healthy volunteers (CON, n=15)

• Alzheimer’s disease (ALZ, n=15) 

• Frontotemporal dementia (DEM, n=15)

• Parkinson’s disease (PAR, n=10) 

• Courtesy: J Gottfries, AZ R&D Mölndal



Clinical Proteomics Data- the data

22



• PCA to overview the 
52 by 95 data table

• Score plot: Visualize 
observations

• Similar observations 

Clinical Proteomics Data
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• Similar observations 
are close to each 
other

• No deviating 
samples

• Clear separation 
between groups



Parameter overview

• Loading plot reveals 
relationship between 
parameters

• Parameters close to 
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• Parameters close to 
each other correlates



What is different between groups?

The parameters related to patterns in Score plots are found in 
Loading plots
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Which parameters are well described by the model?

• Right hand: Parameters with structured variation

– Reliable to describe differences in observations

• Left hand: Noisy parameters with unstructured/ limited variation

26



Comparison of groups: Contribution plot

• PCA model for comparison of 
Control “healthy” patients and 
Alzheimer patients

• Compare two groups using 
Contribution plots

– Systematic differences between 
two selected sets of observations?

27

two selected sets of observations?



Proteomics extension

• Next step: Compare different dementia groups with control to 
identify discriminating proteins
– Focus on changes in protein expression only related to diagnose

• OPLS-DA: A more focused solution

28



PCA application: Raw material characterization

Particle size distribution of a raw material

• Raw material from two suppliers have been used for a long time-period

• Customer perform PSD measurements for each delivered batch before 
approval
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• Four new suppliers were evaluated

• 2-4 samples provided by each new supplier

• Data from actual investigation at a mid-sized pharma company

• Historical data from 117 samples



Overview and summary of particle size distribution data

• Historical PSD-data of raw material, 117 samples, 18 variables

• The range of the instrument was

28-246 um
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• Similar D50 does not mean 

similar PSD

• Model built on known “good” batches



Use models for prediction: 
How does material from new suppliers fit in?

• PSD profiles from material provided 
by new suppliers were predicted by 
the model

– How do they compare to “old” 
material?

• Supplier C similar to B
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• Supplier D slightly different from the 
rest but low variation

• Supplier E all over the place!

• Supplier F similar to A

• Possibility for at-line automatic 
reporting



Summary PCA

• PCA provides an unsupervised 
overview of large data sets

– Identification of clusters, trends 
etc

• Why is a sample/ group of 
sample different?

– Contribution plots
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– Contribution plots

• Used when no result 
characteristic is available

X



Introduction PLS

• Relationship between X and y
– Find a common/ shared structure in X and 

y.

– Which variables are related/ not related to 
response?

– Classes, groups of observations

K

Obs.
.
.
.
.

Var...............

X
Model

y
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– Classes, groups of observations

– Deviating observations, time-trends N

.

.

X



PLS -- Geometric Interpretation, Two spaces
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• For each matrix, X and Y, we construct a space with K and M 
dimensions, respectively 

• Each X- and Y-variable has one coordinate axis with the length defined 
by its scaling, typically unit variance

x2

x1

y2

y1



PLS -- Geometric Interpretation, Two planes

x3

y
2

y3

x2

Comp 2 (t2)

Comp 1 (t1)
Comp 1 (u1)

Comp 2 (u2)

35

• The PLS components form planes in the X- and Y-spaces

• The variability around the X-plane is used to calculate a tolerance 
interval within which new observations similar to the training set will be 
located. This is of interest in classification and prediction.

x1

y
2

y1

x2



Summary: PLS

X-Space Y-Space

Describe structure of X & Y

AND

Maximise covariance

36

t

u

Find directions in X 
which are predictive 
of directions in Y



Prediction using PLS model

u
X-Space Y-Space

Summary of covariance 
between X & Y
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t

New X Predict New Y
BA1

0.67

BA2

1.2

Tox

3.1

Predict multiple Y’s from many X’s at the same time



PLS, Overview

(because U = T + H)

X 1* x T* P' E= + +

Y 1* y U*C' F= + +

= + +1 y T C G* * '

38

(inner relation)

PLS differences to PCA

Projection of X that Projection of X that

both is an optimal

approximates X well, approximation of X

and correlates with Y (least squares fit)



The forms of Y data

1. Continuous data
– One–off measurements
– Averages (May lose information)
– Curve Fits (IC50)

2. Multi-level Qualitative
– Low / Med / High

H

M
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3. Qualitative
– Control / Treated
– Healthy / Diseased
– Good / Bad

4. Descriptive
– Pathology data
– c.f. Sensory data

M

L

0          0.5         1

1

0

Discriminant
Analysis
(PLS-DA)



PLS application- Multivariate calibration

• Classical calibration based on 
single peaks/ frequencies

• Multivariate calibration based on 
entire spectra

– Higher selectivity and precision

• Selectivity: there is NO frequency
where ONLY the analyte absorbs

S

f
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where ONLY the analyte absorbs

• Precision: noise in signal 
amplitude transmits to the 
estimated concentration of a new 
sample

• Diagnosis: standard curve valid 
ONLY for samples similar to the 
calibration samples

A

C∆∆∆∆C



PLS Application: Modeling and prediction of 
Metroprolol content in tablets

• Very early PAT application
– In the times of PAC

• Study performed at Astra 
Hässle (later AstraZeneca), 
Mölndal, Sweden

1.00

2.00
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• Aim: By NIR predict content 
of Motroprolol in tablets

• Benefit: Quick and non-
destructive analysis 
technique

-1.00

0.00



Design in constituents and process conditions

• Metoprolol 
example; NIR 800-
1400 nm 

• Design consist of 
40 samples
– A and B

4242

– A and B

• Each sample 
measured 5 
times=> 200 
samples

• 387 variables

Ref.J. Gottfries, M Josefson, et al., J Pharm Biomed Anal 14 (1996) 1495



Design in constituents and process conditions

Design = 

• 5 levels of metoprolol

• 2 tablet heights

• 2 lots of metroprolol-pellets

• 2 lots of Microcryst. Cell.

• Tablets 3 % water, or “wet”

• 5 tablets per made batch

43

• PCA for data overview

• Score plot reveals two 
groups
– Related to lot of Metroprolol 

pellets

– NOT related to amount of 
Metroprolol in tablet

43



PCA for data overview

• First component related to lot of Metroprolol

• Second component related to Metroprolol content

44



PLS modeling of Metroprolol content

• Rotation of score plot compared to PCA

– First component still reflects Metroprolol lot

– Second component describes Metroprolol concentration

• Inner relation!

45



PLS model for prediction

• PLS model was built on 
half the data set
– 5 spectra was taken for 

each tablet

• Remaining spectra were 
used as prediction set 
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used as prediction set 
– Used to validate the model, 

how well can it be used for 
predictions?

• Precision of prediction: 
1,09 mg



Model for prediction or interpretation

• The model was found to 
predict Metroprolol content 
well

• Precision error on 1.09 mg 
also includes error in 
reference method 

47

reference method 

• How should the model be 
interpreted? 

• Direction of metroprolol
content not related to one 
single component
– OPLS should be applied for 

interpretation



In-line example: Monitoring of powder blending

• Objective: To develop a end-point detection model for a blending step

• Vertical cone mixer was used

• NIR spectra were recorded

48

NIR



Application of PLS

• Multivariate calibration

• Multivariate Process monitoring
– Continuous and Batch processes

– Predict output/ quality

– Control loop, predict how to run the process
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• Sensory data analysis
– How can a product be improved? 

– Properties of a product appreciated by a specific customer group?

• Stability modeling
– Modeling of stability test data, improve understanding and predict 

properties of formulations



Introduction PLS-Discriminant analysis

• Discriminate between classes
– Identify dissimilarities between known 

classes in a data set X.

– In PLS-DA y represents class belonging.

– Which variables are related/ not related to 
class?

K
Obs.

.

.

.

.

Var...............

X
Model

y
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class?

– Miss-classified objects? N

.

.

X



Introduction PLS-Discriminant analysis

• With PLS the Y-variables are normally continuous

• PLS-DA uses Y=1 or Y=0 to designate class belonging

• Predictions then give value between 0 and 1 depending on membership

• In SIMCA-P, dummy Y-variables are assigned when you define a class ($DA1 
or $DA2)

X data Y1= Y2= 
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X data Y1= 
Control

Y2= 
Treated

Obs1 Control ………………. 1 0

Obs2 Control ………………. 1 0

Obs3 Treated ………………. 0 1

Obs4 Treated ………………. 0 1

Automatically 

generated



Separating Groups PLS-DA

• PLS-DA relies on a projection of X 
as does PCA

• BUT is a Maximum Separation 
Projection

– Guided by known class information

– Easiest to interpret with 2 classes

– Extendable to more classes
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– Extendable to more classes

• Advantage:
– Shows which variables are 

responsible for class discrimination

• Today: OPLS-DA preferred

• Applications
– Biomarkers in metabonomics

– Proteomics and Genomics

X PLS

Y
Class 1

Class 2



Summary Projection techniques

• Overview of a data set X (PCA)

– Classes, groups among observations?

– Deviating observations, time-trends?

– Correlation patterns between variables?

– Find variables containing unique information

– ….

N

K
Obs.

.

.

.

.

.

Var...............

X
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• Relationship between X and y (PLS, PLS-DA)

– Find a common/ shared structure in X and y.

– Which variables are related/ not related to response?

– Classes, groups of observations

– Deviating observations, time-trends

N

K
Obs.

.

.

.

.

.

Var...............

X
Model

y



When DOE when MVA?

DOE

• Designed data

• Uncorrelated variables

MVA

• Collected or designed data

• Correlated variables
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• Limited number of 
variables

• Few experiments/samples

• Cause-and-effect

• Unlimited number of variables

• Many experiments/samples

• Correlation



Application areas MVA

• Research and development
– Molecular modeling

– -omics

– Process development

• Off-line analysis process
– Fault detection

– Indications of drift, need for service

– Long- and short-time trends
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– Long- and short-time trends

– Historical data to learn about process

• Process supervision- on/ in/at-line
– Real-time detection of process “mood” 

– Detect deviating behavior at an early stage- Act, not React

– Example: Injection molding
• At-line supervision system of machine

• Cooperation with MKS Instruments

• Or in short: Wherever there is data!



Problem formulation

• Identify the question
– Define goal

• Preferably quantitative

– How much do we know?

• Relevant data available?
– Selection and representation of data
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– Selection and representation of data

• Expected findings?

• Benefits?

• Reporting and visualization

– How do I best show my results?



Visual!

Multivariate Data Analysis in SIMCA-P+

Data Multivariate Modeling Information
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Create Your own Favorites selection

• Create a folder in project favorites

• Set a name on it

• Mark plots and chose ”Add to 
favorites”

58

• Set folder to ”Treat Folder as Item”

•Use ”Active Model” to shift model 
and click on the new favorite



Method Extensions



Method Extensions

• Orthogonal PLS (OPLS)
– Concentrates predictive power in the first component (1 Y)

• Non-linear modelling
– Captures non-linear structure between X´s, between Y´s, between X 

and Y

• Hierarchical modelling
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• Hierarchical modelling
– Models are developed in layers, allows zoom-in/zoom-out functionality

• Multivariate batch modelling
– Unfolding of multi-way data tables to two-way arrays



Orthogonal PLS

Applied to “omics” example



Why OPLS?

• Improved visualization and interpretation
– Separates data into predictive and uncorrelated information

– Improved visualization tools

• S-plot 

• SUS-plot
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• Concept of uncorrelated information
– Experimental problem(s)

• Life style (humans)

• Growth conditions (plants)

• Instrument failures



Application areas of OPLS

• Anywhere PLS is used 
– For single y (one response)

• When interpretation is 
important

• When there is much noise 
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• When there is much noise 
in data

• OPLS-DA for Omics data 
analysis

• OPLS for multivariate 
calibration



O-PLS vs PLS

• PLS compensates for structured noise by extracting successive 
components 

• OPLS ‘sees through’ structured noise in order to find the Y predictive 
component 

PLS Component 1

64

OPLS Component 1

PLS Component 2



Y-orthogonal variation

• Also called “Structured Noise” in literature

• Examples:
– Light scattering in spectroscopy 

• but want moisture content

– Temperature variation in lab 
• but want treated vs. control
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• but want treated vs. control

– Diurnal variation in animal metabolism 
• but want healthy vs. diseased

– Gender variation 
• masks treated vs. control

– Plate to plate variation 
• masks healthy vs. diseased



Separating Groups with OPLS-DA

• OPLS-DA relies on a projection of X 
as does PLS-DA

• BUT is able to differentiate y-related 
and y-orthogonal variation

• Applications
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• Applications
– Biomarkers in metabonomics

– Proteomics and Genomics

– Transcriptomics

X OPLS

Y
Class 1

Class 2



Coping with unwanted variation

• Often the effect we are looking for 
is masked by other unwanted 
variation

• OPLS is able to rotate the 
projection so that the model 
focuses on the effect of interest

M

M

F

M
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focuses on the effect of interest

• Here we want to focus on control 
vs treated but gender is the 
bigger influence on X

• OPLS causes a rotation so that 
the first OPLS component shows 
the between class difference

Control vs Treated

F

F
F



OPLS-DA application: Clinical Proteomics Data

• Clinically diagnosed dementia patients plus healthy volunteers

• CSF-sampling; quantitative protein arrays (i.e. 95 proteins 
found in all samples)

Data set (N=30, K=95)
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Data set (N=30, K=95)

• Healthy volunteers (CON, n=15)

• Alzheimer’s disease (ALZ, n=15) 

• Courtesy: J Gottfries, AZ R&D Mölndal



PCA for overview

• Always PCA first!

• Deviating samples?

69

• Groups
– Expected and unexpected



• OPLS-DA gives Improved 
interpretation when 
separating classes
– Class discriminating 

information (Left to Right)

– Within class information (Up 
- Down)
• Uncorrelated 
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• Uncorrelated 
information

• The loadings plot for 
component 1 is 100% purely 
related to the separation
– This is how we find the 

biomarkers

Between group variation
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OPLS- group separation

• First component summarize all between group variation

• Interpreted in first loading
– ONLY related to group! 

71



S-Plot to identify treatment related variables

• The ends of the S are the variables which contributes most to the model 

• The “top”  and “bottom” variables of the S has the highest confidence/reliability

• In OPLS-DA application in ‘Omics’ these are the “potential biomarkers”
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Reference Visualization of GC-TOF/MS Based Metabolomics Data for Identification 
of Biochemically Interesting Compounds Using OPLS-DA Class Models 

Create 
List



Uncorrelated information / Within group variation

• Causes to uncorrelated 
information
– Experimental problem(s)

• Life style (humans)

• Growth conditions (plants)

• Instrument failures

• Interpretation of 
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• Interpretation of 
uncorrelated information

• Main advantage
– Understanding means that the 

next series can be performed 
better.

Between group variation
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OPLS Application: Modeling and prediction of 
Metroprolol content in tablets

• Very early PAT application
– In the times of PAC

• Study performed at Astra 
Hässle (later AstraZeneca), 
Mölndal, Sweden

1.00

2.00
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• Aim: By NIR predict content 
of Motroprolol in tablets

• Benefit: Quick and non-
destructive analysis 
technique

-1.00

0.00



PLS vs OPLS

• Compare predictive ability of models
– Identical!
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Benefit lies in interpretation

• Interpretation and understanding is today crucial!

• PLS requires 2 components to predict Metroprolol content

– Which loading should be interpreted?

• OPLS requires 1

– Interpret first loading
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Predictive profile for Metroprolol content

• Represents NIR spectrum 

• Spectral shape connected to Metroprolol content

• 2nd component: Scattering etc
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Summary, OPLS and OPLS-DA

• OPLS and PLS are identical in predictions

• OPLS focus on interpretation for:
– Single response cases when PLS gives more than one component

• Easier interpretation, only 1st component used for prediction
– Straight-forward identification of putative biomarkers
– More transparent interpretation of model diagnostics
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• Identification/interpretation of y-uncorrelated information in 2nd – Ath component 
– Used to find experimental or biological effects NOT related to the goal of the 

experiment
• Possibility to improve methodology next time
• Understand system better

• Applications
– Mainly omics
– Spectoscopy- PAT
– …



Hierarchical Modelling

To see from two perspectives…



Introduction: Hierarchical Modelling

• Common with multiple data 
sources

• Data pre-treatment a challenge 
– Various units
– Various sizes of data tables
– Various level of information

T1 T2 T3X
PCA
or 
PLS

Top 
Level

Overview

Y

Upper Level
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• Multi-step multivariate modelling

• Aim is simplification and ease of 
interpretation of large datsets

• Scores (or residuals) from one 
model used as basis for next

• May be used with PCA, PLS or 
PLS-DA

X
Block 1

X
Block 2T1

X
Block 3 T3

Lower Level PCA

T2



Combining data sources necessary!

SCADA

DCS

DataBase
Historian

MES

Starting material

400 l
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SCADA

LIMS
2000 l

10000 l

Down
Stream



Example: Monitoring (PROC1A from SIMCA-P 
manual)

• A continuous steady state chemical process 

• The process went out of control around time 80 and had to be shut 
down at time 92

– Why?

– When could MSPC detect the issue?
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– When could MSPC detect the issue?

• The data - 33 variables, 92 hourly observations

– 7 controlled process (feed) variables (x1in-x7in)

– 18 intermediate (reaction + purification) process variables (x8md-xpen)

– 8 output variables (y1-y8)

– y6 = impurity level and y8 = yield are the most important outputs



Hierarchical Models:  Arrangement of data

• Using observations 1 – 79 as a training set, we shall do the 

Block X1

Input and feed

     (x1 - x7)

Block X2

Reaction conditions

        (x8 - x15)

Block X3

Purification step

        (x16 - x25)

Block Y1

Less important Y´s

     (y1-y5 & y7)

Block Y2

Important Y´s

     (y6 & y8)

7 8 10 6 2
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• Using observations 1 – 79 as a training set, we shall do the 
following:
– 1) PLS of block X1 vs block Y2

– 2) PLS of block X2 vs block Y2

– 3) PLS of block X3 vs block Y2

– 4) PCA of block Y1

– 5) Top level PLS model based on the scores of models 1-4 and block 
Y2



Summarizing the feed

• PLS of block X1 vs block Y2

• Isolate variability in feed parameters which relates to 
important responses
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Summarizing the feed – scores and loadings

1

2

HI-PROC.M3 (PLS), PLS X1 (feed) vs Y2 without obs 1
t[Comp. 1]/t[Comp. 2]

0.20

0.40

HI-PROC.M3 (PLS), PLS X1 (feed) vs Y2 without obs 1
w*c[Comp. 1]/w*c[Comp. 2]

X
Y

x5

x6x7

y8
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Summarizing the less important Y´s

• PCA of block Y1 (without observation 1)

• 3 components summarize well (R2 = 0.75)
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Top level – data arrangement

Block X1

Input and feed

     (x1 - x7)

Block X2

Reaction conditions

        (x8 - x15)

Block X3

Purification step

        (x16 - x25)

Block Y1

Less important Y´s

     (y1-y5 & y7)

Block Y2

Important Y´s

     (y6 & y8)

7 8 10 6 2

X1 X2 X3

4 4 4

Y1

3 2

Y2
Top level PLS model
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Y1 Y2

scores from

model 1

scores from

model 2

scores from

model 3

scores from

model 4
y6 & y8

Model 1

Model 2

Model 3

Model 4



Top level PLS model

There are four significant components explaining 56% of the 
Y´s.
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Top level PLS model - Overview Interpretation

• y6 important in the first component.

• Positively correlated with y6 are:
– Comp.1 of feed  (M3)

– Comp.2 of the reaction conditions 
(M4)

– Comp.2 of the purification (M5)
0.00

0.20

0.40

0.60

w
*c

[2
]

HI-PROC.M8 (PLS), Top level PLS model
w*c[Comp. 1]/w*c[Comp. 2]

X

Y

$M3.t1

$M3.t2

$M3.t3$M3.t4

$M4.t1

$M5.t3

y8

$M7.t1

$M7.t2
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• y6 is negatively correlated with 
Comp.1 of the the less important Y´s.

• y8 (heavy in comp.2) is negatively 
correlated to Comp.1 of purification.
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$M3.t1$M3.t3$M3.t4

$M4.t2
$M4.t3 $M4.t4

$M5.t1

$M5.t2
$M5.t4

y6

$M7.t3



Zoom-in/zoom-out option

• Top level wc-plot: Relationships between y6/y8 and the 
different sections of the process (feed/reaction/purification)

• With the contribution tool, just double-click on any score 
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• With the contribution tool, just double-click on any score 
variable point…

• A contribution plot uncovers which variables in the lower 
blocks --feed/reaction/purification -- dominate and the 
relationship to the Y´s. 



Zooming-in via contibution plotting of base-level 
loadings

• Example: positive correlation between y6 and second 
component of reaction conditions (”§M4.t2”)

0.60

HI-PROC.M4 (PLS), PLS X2 (react cond) vs Y2 obs 1 excl
w*[Comp. 2]
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12

HI-PROC.M8 (PLS), Top level PLS model, PS-HI-PROC
DModXPS[Comp. 4]

91
4

HI-PROC.M8 (PLS), Top level PLS model, PS-HI-PROC
tPS[Comp. 1]/tPS[Comp. 2]
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Use hierarchical model for Predictions

• Observations 80-92 predicted

• The scores and DModX for the predicted observations clearly show that 
the process is going out of control at the end of the sampling period.
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Why is observation 86 so different?

• Contribution plot (scores 
mode)

• Zooming-in on the purif. step
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• Problems mainly in the 
purification step

• The automatic contribution 
plot in the base-level model 
points to variable x17 (xhnx)
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Conclusions – PROC1A

• The hierarchical approach to multivariate analysis:
– Enable combinations of different data sources 

• Reaction conditions, spectral, environmental….

– Simplifies the interpretation of complex problems

• The zoom-in/zoom-out capabilities allow us  
– to understand complex relationships in terms of segments of a 
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– to understand complex relationships in terms of segments of a 
process

– to zoom-in on a single segment to look at the individual process 
variables

• The model identified the process upset after observation 80

• The deviation of observation 86 was mainly due to upsets in 
purification step



Hierarchical modeling of up-stream 
fermentation process

N

K

Spectroscopic 
data

Time

N

M

Set points, 
raw material 
prop.

In process
measurements and 
additions

“At-line” 
data
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Multivariate batch modeling



Contents

• Introduction to batch modeling

• Organization of batch data

• Two levels of batch modeling
– observation level

– batch level
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– batch level

• Tracing batch evolution

• Diagnosing upsets

• Batch modeling in practice



Multivariate Batch modelling

• A batch process is a finite duration process
– Defined START and END

• The results depend on
– the initial conditions

– the evolution of the batch

– interference during the batch evolution

• To model and monitor batches we need data concerning
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• To model and monitor batches we need data concerning
– initial conditions Z (sometimes absent)

– data measured during their evolution X

– data describing the interference

– measurements of the results Y (sometimes absent)



Early fault detection

Ethanol warning

- 5

- 4

- 3

- 2

- 1

0

1

2

3

4

Multivariate ethanol warning

0 100 200 300 400 500 600 700 800
Minutes
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0

2

Ethanol warning

It is important to get an early warning

Multivariate warning occurs 1h before univariate warning

0 100 200 300 400 500 600 700 800
Minutes



Three blocks of data

• In the general case, there are three 
blocks of data

– Initial conditions data (Z)

– Evolution data (X)

– Results data (Y) 

Time 

One batch 
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Variables 

Batches 

Variables 

Initial conditions/ 
Non dynamic parameters 

Evolution measurements Results 
characteristics 

Variables 

Z X Y



PCA - observation level

V a ria b le s

B a tc h e s

T im e

O n e  b a tc h

• The easiest way to analyse 
the 3-way table is to unfold 
the data to a 2-way table 
where the data from each 
batch follows the other, one 

Variables

Time
batch 1

⇓⇓⇓⇓
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batch follows the other, one 
below the other (variable 
direction preserved)

• PCA on such a table will 
show how the individual 
observations relate to each 
other

Batches

batch i
Time

batch 2

…



Baker’s yeast production

• Data come from Jästbolaget AB in Sweden

• The production of the final product took 14 hours

• There were 34 batches, of which 23 were selected as 
reference batches

• Each batch showed variability due to molasses used, 
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• Each batch showed variability due to molasses used, 
temperature, pH etc.

• Can the process be monitored efficiently by multivariate 
methods?



7 variables were monitored

– Ethanol

– Temperature controlled

– Feed of molasses controlled, f(quality of molasses)

– NH3 feed controlled, f(feed of molasses)

– Air flow controlled

– Level in tank
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– Level in tank

– pH controlled

• Data were sampled every 10 minutes. A batch took 14 
hours, resulting in 84 data points per batch



We want early fault detection and classification

• It is not easy to separate good and bad batches by means of
the raw data

• We want to detect irregularities as soon as possible in order 
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• We want to detect irregularities as soon as possible in order 
to have time to make corrections before it is too late

• The solution: Combine multivariate modelling with SPC 
(Statistical Process Control), i.e., use MSPC/BSPC



Two levels of batch modelling

• Observation level
– looks at each individual observation

– maturity prediction

– progress monitoring

– PLS vs Time
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• Batch level
– looks at all available data for the whole batch

– results prediction

– PCA: Batch-to-batch variation

– PLS vs result parameter



PLS - observation level

• Each row has the data from 
a single observation

• The batches follow each 
otherB1

B2

X Y

Time

Variables
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• Maturity (or time) is used as 
Y variable

• The resulting scores are 
new variables that capture

– t1: linear relation to Y

– t2: quadratic relation to 
Y

– t3: cubic relation to Y

B2

B3

…

Bn

Batches



Scores and loadings of observation level PLS model

• Local batch time is positively correlated with level in tank, 
air flow, pH, and temperature. The response variable is 
little correlated with feed of molasses, ethanol content, 
and feed of NH3.
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Prediction of new batches, what went wrong?
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PLS - batch level: Modelling final batch results

• The initial conditions + the unfolded batch data constitute XB

• The results constitute Y

• Sub models can be made on initial data plus data from time 1, time 1-2, 
time 1-3, … time 1-T

• The sub models are applied consecutively in the evolution of a batch 
as new data become available
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Initial 
conditions 

Data 

Final 
Results 

Data 

Scores t1, t2, t3 
or 

original variables 
Data 

XB Y 

as new data become available

Z X Y



Model interpretation of batch level model

• PCA model ”good” batches Predicted new batches
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Reason for deviation
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Summary - Batch modeling

• Models are developed from a set of accepted batches

• These models provide a powerful tool to monitor new 
batches as well as to make on-line predictions
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• The simplicity of presentation and interpretation of common 
SPC charts is retained despite the multitude of variables 
measured

• Diagnostic information is obtained with a mouse click



Summary - Batch modelling in practice

• Modelling and execution are 
made on two levels

– Observation level

• working with individual 
observations

• monitoring the 
evolution of the batch

1. Observation

level

Batch

data
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• classifying current 
phase

– Batch level

• working with the 
whole of the batch

• predicting the outcome  
of the batch

2. Batch level



SBOL set-up and configuration

Windows based software

SBOL

SBOL

Client

SBOL

Client

SBOL

Client

SBOL

Admin. Client

SIMCA-P+

Batch Project
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SBOLS
erver

SBOL

Internal

Data Storage

SIMAPI

External Database

OSI-PI(Current data) OSI-PI(Historical)



On/ In-line monitoring and prediction 
SIMCA-Batch On-Line (SBOL)

• On-line Multivariate batch supervision

– Monitoring

– Prediction

– Control

• Complete process supervision

• Process path

115

• Process path

• Process cell

• Off-line

• On-Line

• All variables can be used, including spectral data etc


